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BOOK RECOMMENDATION

Lane, Hobson, et al. Natural Language Processing in Action: 
Understanding, Analyzing, and Generating Text with Python. 
Manning Publications Co, 2019.

You can find the example code in this notebook.

https://twitter.com/nicolasmeseth
https://www.instagram.com/nmeseth/
https://www.youtube.com/nicolasmeseth
https://s3.us-east-1.amazonaws.com/nicolas.meseth/databricks-notebooks/nlp_with_python_and_spacy.html


Prof. Dr. Nicolas Meseth | Twitter | Instagram | YouTube

BAG OF WORDS

A bag of words is a dictionary with 
counts of the occurrence of the 
single words in a text.

{

"wander": 31,

"turn": 5,

"focus": 4,

"work": 4,

"call": 3

    … 

}

RAW WORD COUNTS

https://twitter.com/nicolasmeseth
https://www.instagram.com/nmeseth/
https://www.youtube.com/nicolasmeseth
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BAG OF WORDS
NORMALIZED TERM FREQUENCY

Instead of raw counts, it is useful to calculate a 
relative occurrence to the length of the text. 
This is called the normalized term frequency.

{

"work": 0.2384,

"turn": 0.0384,

"focus": 0.0307,

"work": 0.0307,

"call": 0.0230

…
}

https://twitter.com/nicolasmeseth
https://www.instagram.com/nmeseth/
https://www.youtube.com/nicolasmeseth
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BAG OF WORDS
APPLICATION AND LIMITS

■ Good basis for rule-based analysis, such 
as sentiment, topic identification, 
spam-filters

■ Not suitable as input for machine learning 
algorithms; they require numeric values

How can we represent text numerically?

ML models like neural networks are purely 
mathematical objects and require numeric input

The output (prediction) is numeric, too

https://twitter.com/nicolasmeseth
https://www.instagram.com/nmeseth/
https://www.youtube.com/nicolasmeseth
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ONE HOT ENCODED VECTORS
SPARSE REPRESENTATION

A one hot encoded vector is a 
sparse vector with only 0 and a 
single 1 for the index of the word it 
represents.

“This is my absolute 

undisputable favorite tea 

right now”

absolute 0 0 0 1 0 0 0 0 0

favorite 0 0 0 0 0 1 0 0 0

is 0 1 0 0 0 0 0 0 0

my 0 0 1 0 0 0 0 0 0

now 0 0 0 0 0 0 0 0 1

right 0 0 0 0 0 0 0 1 0

tea 0 0 0 0 0 0 1 0 0

this 1 0 0 0 0 0 0 0 0

undisputable 0 0 0 0 1 0 0 0 0

The length of each vector depends on the size of the 
vocabulary. Large vectors are >99% filled with zeroes, 

which makes them inefficient.

https://twitter.com/nicolasmeseth
https://www.instagram.com/nmeseth/
https://www.youtube.com/nicolasmeseth
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WORD EMBEDDINGS
A VECTOR OF NUMBERS

A word embedding is the 
representation of a word through a 
vector of numbers (floats).

Vectors of contextually similar 
words are closer to each other in the 
euclidean space than others.

Word embeddings are learned using a machine 
learning algorithm such as word2vec

https://twitter.com/nicolasmeseth
https://www.instagram.com/nmeseth/
https://www.youtube.com/nicolasmeseth
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WORD EMBEDDINGS
LEARNING THE VECTORS
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The vector embedding for each of the 
10K words is the output of the network’s 

hidden layer for that word

Each connection has a weight 
that is learned during training

https://twitter.com/nicolasmeseth
https://www.instagram.com/nmeseth/
https://www.youtube.com/nicolasmeseth
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WORD EMBEDDINGS
VIDEO RECOMMENDATION

https://twitter.com/nicolasmeseth
https://www.instagram.com/nmeseth/
https://www.youtube.com/nicolasmeseth
http://www.youtube.com/watch?v=gQddtTdmG_8
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WORD EMBEDDINGS
EXAMPLE spaCy

spaCy’s medium English model has 
a vocabulary of > 700,000 words 
with vector embeddings.

A single vector has 300 dimensions

https://twitter.com/nicolasmeseth
https://www.instagram.com/nmeseth/
https://www.youtube.com/nicolasmeseth
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WORD EMBEDDINGS
SIMILARITY

With word embeddings, we can 
calculate similarities between words 
and documents.

https://twitter.com/nicolasmeseth
https://www.instagram.com/nmeseth/
https://www.youtube.com/nicolasmeseth
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WORD EMBEDDINGS
ARITHMETIC

We can even do arithmetic based on 
learned vector embeddings!

King - Man + Woman = ?

The difference vector of 
(King - Man + Woman) - Queen 

contains only numbers close to zero.

https://twitter.com/nicolasmeseth
https://www.instagram.com/nmeseth/
https://www.youtube.com/nicolasmeseth
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WORD EMBEDDINGS
ARITHMETIC

The relative position of “King” and 
“Queen” in the multidimensional 
vector space is similar to the one of 
“Man” and “Woman”.

King - Man + Woman = Queen

King

Man

Queen

Woman

https://twitter.com/nicolasmeseth
https://www.instagram.com/nmeseth/
https://www.youtube.com/nicolasmeseth
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WORD EMBEDDINGS
SIMILARITY

BUT: The same words have the same vector 
embeddings, no matter the context :-(

The word “capital” can have two 
meanings; static word embeddings 
do not account for context.

https://twitter.com/nicolasmeseth
https://www.instagram.com/nmeseth/
https://www.youtube.com/nicolasmeseth
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TAKE CONTEXT INTO ACCOUNT
LSTM, SEQ2SEQ, TRANSFORMERS

Long short-term memory (LSTM) networks, 
sequence-to-sequence models and 
attention-based transformer networks take 
context into account and extend the NLP 
capabilities.

Transformer networks became particularly 
famous through the release of BERT in 2019 
and GPT-3 in 2020

GPT-3 facts:

> 170 billion parameters

~ 500 billion tokens of training data

~ 4.7 million USD training costs

https://twitter.com/nicolasmeseth
https://www.instagram.com/nmeseth/
https://www.youtube.com/nicolasmeseth
https://arxiv.org/abs/2005.14165

